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INTRODUCTION

MODEL ARCHITECTURE

In multi-domain dialogue state tracking, some slots
share the same candidate values, e.g., taxi-destination
is usually accompanied with taxi-departure, the value
of the taxi-destination may correspond to restaurant-
name. However, the existing span prediction-based
dialogue state tracking methods generally adopt slot-
independent value extraction architecture, which
ignore the above value sharing. Besides, the slot-
independent design leads to poor scalability.

We propose a Slot-shared Span Prediction based
Network with a general value extraction module for
all slots to tackle these problems. To ensure that the
value extraction module is able to distinguish different
slots, we introduce a Dynamic Fusion Mechanism to
extract different slot-aware features. The mechanism
plays the routing role, highlighting different dialogue
context tokens for different slots. Specifically, DFM
firstly calculates similarity matrixes between the
dialogue context and different slots, and then
determines important dialogue context token with
respect to each slot.

DYNAMIC FUSION MECHANISM 

dialogue context representations 𝐻𝑡at first turn; slot
semantic representations sets 𝐻𝑆 = {𝐻𝑠1, … , 𝐻𝑠𝑗};
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Input:

token level slot-aware dialogue context 
representations sets 𝑈𝑡 and sentence level dialogue 

representations sets 𝑢𝑡
[𝐶𝐿𝑆]

.

Output:

for 𝑗 = 1,2… 𝐽 do

Compute the similarity matrix 𝐷𝑗 between 𝐻𝑡 and 𝐻𝑠𝑗 ; 

Calculate attention weight 𝐵𝑗 = [𝑏1, 𝑏1,· · · , 𝑏𝑁] ;

Tile the weighted sum ෨ℎ = σ𝑛=0
𝑁 𝑏𝑛. ℎ𝑡

𝑛 for N times and 
obtain ෩𝐻𝑡 ;
Fuse the 𝐻𝑡 with ෩𝐻𝑡 and obtain token level slot-aware 

dialogue context representations 𝑈𝑡
𝑗
= 𝑊𝑇 . [𝐻𝑡; 𝐻𝑡 ⊙

෩𝐻𝑡], sentence level dialogue representations 𝑢𝑡,𝑗
[𝐶𝐿𝑆]

=

𝐵𝐸𝑅𝑇𝑝𝑜𝑜𝑙𝑖𝑛𝑔 𝑈𝑡
𝑗
;

Fuse the auxiliary features to 𝑢𝑡,𝑗
[𝐶𝐿𝑆]

and obtain 

enhanced feature ෤𝑢𝑡,𝑗
[𝐶𝐿𝑆]

= 𝑢𝑡,𝑗
[𝐶𝐿𝑆]

⊕ 𝑎𝑡
𝑑𝑠 ⊕ 𝑎𝑡

𝑖𝑛𝑓𝑜𝑟𝑚
;

end

Collect the token and sentence level dialogue 
represents under the all different slot semantics: the  

𝑈𝑡 ={𝑈𝑡
1, … , 𝑈𝑡

𝐽
} and෤𝑢𝑡

[𝐶𝐿𝑆]
= {෤𝑢𝑡,1

𝐶𝐿𝑆
, … , ෤𝑢𝑡,𝐽

[𝐶𝐿𝑆]
}; 
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9 return 𝑈𝑡 and ෤𝑢𝑡
[𝐶𝐿𝑆]

;  

EXPERIMENTAL RESULTS

Joint goal accuracy on MultiWOZ 2.1 and 2.2. 

Domain expansion experiment on MultiWOZ 2.2.

Ablation study on MultiWOZ 2.2 .

t-SNE visualization of different fusion methods. 
The left is DFM, and the right is Tra ATT.
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Overview of Dynamic Fusion Mechanism 
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The impact of balancing factor 𝛼
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